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Disclaimer

• The views and opinions expressed in this 

presentation are those of the presenter and 

do not reflect the official policy or position 

of Genworth Financial, Inc. or any of its 

subsidiaries.
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Limitations

This presentation is intended for informational purposes 

only.  It reflects the opinions of the presenter, and does not 

represent any formal views held by Milliman. 

Milliman makes no representations or warranties regarding 

the contents of this presentation. 

Milliman does not intend to benefit or create a legal duty to 

any recipient of this presentation.
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Overview

• Now we have data let’s start modeling right? 

Nope….

• Garbage in is garbage out, make sure your data 

is in good shape

• ~80% of your time will be spent here
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Getting started

• It’s important to make sure your data are clean 

and ready to go for your modeling project.

• Have you viewed your driver and response 

variables?

• Does your data have any outliers, or blanks?

[Run R 0100: 1.0.1 – 1.0.7]

Source: 

http://stats.stackexchange.

com/questions/194783/ext

reme-values-in-the-data
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Data relationships

• If you notice patterns in your data that are 

strange find out why and try and fix them.

• Have you viewed relationships amongst your 

driver and response variables?

• Are some driver variables so related that they do 

not appear to add any value?

Source: 

https://onlinecourses.scien

ce.psu.edu/stat501/node/3

47
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Moment of truth

• Sometimes your data may not be good enough 

quality to use in a modeling project.

• Are the data granular enough for your modeling 

purpose?

• Are the data credible enough?  Can industry 

data help out?

• Do you find too many outliers, blanks, and / or 

other suspicious patterns?

• Do you find that certain relationships you expect 

to be true, are violated by simple views of your 

data? [Run R 0100: 1.0.8 – 1.0.13]
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Variable transformations

• Data is clean – Can we make any additional 

variables?

• Start simple – We can always circle back.

• Would any transformations of your variables 

better serve you?

Source: 

http://www.kenbenoit.

net/courses/ME104/lo

gmodels2.pdf
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Base level characteristics

• The most populous part of your data is what can 

be considered the “base level” characteristic.

• For example, if there are more claim 

terminations for females than males, then 

females would be the desirable base level 

characteristic of the gender driver variable.

• This concept will become more important in the 

next section.

“The base level should not be sparse. … Any level which is not sparse is 

an appropriate base level.” 

– Piet de Jong and Gillian Z. Heller, “Generalized Linear Models for Insurance Data”
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Key data fields

• Key data fields 

– GroupIndicator

– Cov_Type_Bucket

– ClaimDuration

– Gender

– ClaimType

– Exposure

– Terminations

– Incurred_Year

– IncurredAgeBucket

– Region

– Diagnosis_Category

– TQ_Status

– Infl_Rider_Bucket

– Max_Ben_Bucket
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Splitting the datasets

• Split data into training and validation data.

• What proportion of your data can you afford to 

segment out of your training data analysis?

• Can you afford to also make a test dataset?

[Run R 0150]

Source: 

https://en.wikipedia.

org/wiki/Test_set
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Disclaimer

• The views and opinions expressed in this 

presentation are those of the presenter and 

do not reflect the official policy or position 

of Genworth Financial, Inc. or any of its 

subsidiaries.
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Overview

• Start simple to get a feel for your data.

• Do you have some a priori notions as to what 

relationships should exist in your dataset?

• Do you have a sense as to how the hazard rate 

function might look?

• R can help you fit models based on your 

answers to the above.

Source: 

https://en.wikipedia.org/

wiki/Failure_rate
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Poisson GLM data preparation

• Initial test GLMs can be run to determine which 

variables are contributing most to explaining the 

variation of the CTRs.

• But first the data need to be prepared to make 

the Poisson regression possible.

• The data preparation steps condense what was 

done in the pre-work and create “factor” 

variables which are important to the GLM code.

[Run R 0240: 2.4.1 – 2.4.10]
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Simple Poisson GLM results

• Fit gender, situs, and claim duration

• The residuals can help 

indicate over-dispersion.

• The “Estimates” are the 

GLM coefficients.  Their 

exponentiated values 

produce the CTR of any 

effect that is desired.

• The standard errors and 

p-values tell you whether 

the estimate is significant. 

[Run R 0240: 2.4.11 – 2.4.12]
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Poisson GLM breakout exercise

• Include some new variables in the GLM from the 

list below, in addition to Gender, ClaimType, and 

ClmDurBucket:

– IncurredAgeBucket.f

– Region.f

– Diagnosis_Category.f

– TQ_Status.f

– Infl_Rider_Bucket.f

– Max_Ben_Bucket.f

• Spend 15 - 20 minutes determining which 

variables you might want to incorporate
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Poisson GLM variable selection

• Age is important and 

significant.

• Region appears not 

to be as helpful.

• The diagnosis 

categories could 

probably use some 

grouping.

• Tax qualification 

appears not to add 

too much value.

• The inflation options 

appear not to be too 

different from one 

another.

• Benefit period is 

important and could 

use some grouping.

[Run R 0240: 2.4.14]
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Poisson GLM variable selection, continued

• A Type III analysis 

can also be helpful 

in understanding if 

an entire driver 

variable is 

important and 

significant.

• The table shows 

the impact to 

Deviance and AIC 

for removing a 

driver variable.

• All driver variables are statistically significant, except for the 

inflation rider variable.

[Run R 0240: 2.4.15]
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Poisson GLM variable selection, continued

• Variable selection decisions are potentially 

subjective ones.  For this analysis, the following 

decisions are made:

– The inflation rider driver does not contribute much 

explanatory power, and can therefore be 

eliminated.

– Diagnosis and benefit period should probably be 

condensed to a more manageable set of values, 

and should be kept in the model.

– The tax qualified status and region drivers are 

eliminated because the coefficients are so similar.
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Poisson GLM smoothing

• The calendar year 

variable’s pattern is 

somewhat erratic, so it 

might make sense to 

smooth it out.

• A logarithmic variable is 

used in its place.

• This also gives the model 

more parsimony (lower 

AIC), and the potential to 

extrapolate by calendar 

year. [Run R 0240: 2.4.16 – 2.4.20]
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Poisson GLM cross-terms

• The introduction of cross-

terms can also help 

improve the model fit.

• Cross-terms are 

introduced between:

– Calendar year / Age

– Calendar year / Duration

• The model fit is 

improved, and the extra 

parameter “expense” 

appears to be justified 

(lower AIC). [Run R 0240: 2.4.21]
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Poisson GLM variation

• A Type I analysis can be run, which describes 

the variation explained by each driver variable in 

a sequential order.  A different ordering might 

give you a different result.

• A Type III analysis can also be run, which 

describes reduction in the variation explained by 

removing one driver variable at a time.  This is 

order-independent.

[Run R 0240: 2.4.22 – 2.4.25]
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Poisson GLM over-fitting

• If we use too many parameters in the GLM, we 

will over-fit the model.

• The data will be fit “too well” by the model, and 

will probably not test well in a separate random 

sample.

[Run R 0240: 2.4.26 – 2.4.27]
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Poisson GLM offset model

[Run R 0250: 2.5.1 – 2.5.15]


